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ChatGPT



Bing



GPT = Genera&ve Pretrained Transformer.   (OpenAI, MicrosoC)
• Genera&ve: GeneraFng texts
• Pretrained: Trained in Machine Learning for language understanding
• Transfomer: Deep Neural Network architecture

• GPT-3.5. Basis for ChatGPT (free)
                   payed version: ChatGPT Plus
• GPT-4      20 $ per month
                   free in BING by MicrosoC.  



Substan&al Progress in Natural Language Processing (NLP) 
by Large Language Models (LLM)

Using Transformers: Deep Neural Network architecture
originally invented by Google/DeepMind for language translaFon

Systems by big players:

• GPT family (OpenAI, MicroSoC)
• Bard with LaMDA (Language Model for Dialogue ApplicaFons) by 

Google/DeepMind 
• LLaMA (Large Language Model Meta AI) by Meta

More: in China, South Korea, Russia, 



Potentials of Large Language Models (LLM)

• Language-Interface
• Communication with programs and machines
• Recommendation systems
• FAQ/Call Center
• Communication 
• Chatbots
• Search engines
• Office 
• … GPT-API  for services by third party



More immediate contact with the machines

Machine Operator
⬇  
Homecomputer, Windows, Mouse
⬇ 
Apps
⬇ 
Language assistants using scripts
⬇ 
Language generators with (some) understanding



ChatGPT:  Training in 2 Phases

1. Pretraining: Language in general
• 300 000 000 000 Documents
• Web pages, Wikipedia, digital books
• UnFl September 2021

Unlabelled data

Repair a text where a word is masked:

Input:
Shkodër is one of Albania's oldest con5nuously inhabited ci5es.
Expected output:
Shkodër is one of Albania's oldest con5nuously inhabited ci5es.



ChatGPT:  Training in 2 Phases

2. Finetuning: 
      Special PreparaFon for Chats

AddiFonally measures against
- Unwanted contents
- Wrong answers
- MisconcepFons („I am an AI“)

Guided by  humans



{"input_text": "This movie totally surprised me. It wasn't the same old 
stuff I keep seeing. Way more imaginative and creative",
"output_text": "POSITIVE")

{"input_text": "Everything was a disaster! The actors, the scripting, 
and most of all the music", “
output_text": "NEGATIVE")

{"input_text": "Would totally watch this again. Couldn't get enough of 
that rad dialog", 
"output_text": "POSITIVE"}

Fine-Tuning for sen.ment analysis with labelled examples



ChaGPT

Energy consumpFon for training: 
• about 1 000 000 kW
• Annual consumpFon of 300 households

GeneraFon of answers: 1000 Fmes more expensive as Google queries 
Expenses per day: esFmated 100.000 - 700.000 $

Profitability for providers? 
• payment services 
• technological supremacy 
• market dominance

175 000 000 000 Neurons
in 96 Layers



New milestones in IT 
• with great impacts to society
• with huge economic potenFal
• fostering the concentraFon of power by few giants



Methods for exact structure and data
• Classical IT
• Rules, formal logics
• Data banks
• Classical AI

Book keeping
Logistics
Navigation systems
Chess 
…

Methods for unsecure structure and data
• StaFsFcs
• Machine Learning
• Neuronal Networks
• Large Language Models

Picture processing
Natural language
Road traffic
RoboFcs
…

Development of IT



How to recognize cars?



How to understand language?

“Uhhh, 
that shakes …“



• Traditional program (characteristic attributes):  
       Car has 4 wheels, motor, , Motor, seats, steering wheel, …
• Picture interpretation
       What is that:                                  ->

 
• Generative AI: 
        Write a poem on a car.    ->
        
     

        Paint a car in the style of Rembrandt:    ->
 

On the open road, the car does glide, 
Its sleek form gleaming with confident pride. 
With each turn of the wheel, a world unfurls, 
Asphalt beneath, an adventure it hurls.

Cars on a street in a residen5al area



What is new?
The new systems need no special instrucFons (e.g. Cmd-ShiC-S)  
They react to common language requests given by a „prompt“

 

Some efforts needed to write a good prompt.

e.g. 
• Tell me something about Shkodra.
• Give me a program for the shortest path in a graph.
• Who explored America?
• Write a poem for the birthday of my mother. 



Significant progress by:
• Powerful Hardware (GPU)
• Deep Neuronal Networks (Transformer)
• Parallel Processing
   (up to 3000 words in ChatGPT,  25 000 in GPT-4)
• Large repositories of models, programs and data 

Hugging Face, Inc. 
 French-American company 

ChatGPT: 
175 000 000 000 Neurons
in 96 Layers



Language Generation by Large Language Models (LLM)

Method:
Autocompletion:  Prediction/generation of the following word

ProbabiliFes computed according to 
• Prompt 
• Knowledge about the meaning of words/text
• Knowledge about the related domain
• Common language understanding

• Smartphone: by simple staFsFcs about the usage
• Humans: by expectaFons
• LLM: by trained Deep Neural Networks



Representa&on of the meaning of words by embeddings

Embedding: 
Vector of numbers with up to 1000 dimensions

Similar Embedding               Similar meanings

Not words or concepts.
The numbers erncode certain useful features.

In some models:
Embedding(“King“)    -       Embedding(“Man“) + Embedding(“Woman“) ≈ Embedding(„Queen“) 
Embedding(„Physician“) - Embedding(“Man“) + Embedding(“Woman“) ≈  Embedding(„Nurse“) 

LLM are so perfect, that they even reflect the biases in our world

≈



Limited number of words in Natural Languages
English: 1 million (Oxford dictionary: 600 000), 
Individuals use 20 000 - 30 000
For daily purposes: 1000 (beginners level)

       LLM with 100 000 Tokens

But: Infinitely many combinations, - each defining a special meaning

Transformer: Calculate embedding of text to  a „Latent state“   
       
                    Originally developed by Google for language translation



Preliminary step: Replace words by their embeddings

The 
woman 
took 
the 
ampty 
magazine 
… 
out 
of 
her
gun

…….
…….
…….
…….
…….
…….

…….
…….
…….
…….



Popel, M., Tomkova, M., Tomek, J. et al. 
Transforming machine transla9on: a deep 
learning system reaches news transla9on 
quality comparable to human professionals. 
Nat Commun 11, 4381 (2020). 
hIps://doi.org/10.1038/s41467-020-18073-9

Latent State

Transformer (DNN) for Language Transla7on

Encoder Decoder

Input Output



Encoder: 
calculates the input embedding (Latent State) 
from the embeddings of the input words

Latent State

Input

Latent State



Attentions: Analyse related words

Magazine is related to gun:
meaning is weapon, not journal



Decoder generates output
word by word

Latent State

Output



More aAen.ons 



Decoder generates output
word by word
by highest probability

Latent State

Output
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Decoder generates output
word by word

Latent State

Output



More usages of transformers or parts of it



Founda7on models



Google: Introduc/on to Genera/ve AI.mp4







Promises for office jobs (MicroSoP: Copilot, Google: Bard)
MulF modality
AutomaFzed office work using mulFple data
• Protocols
• Emails
• Chats
• PresentaFons
• Contracts
•  

• for
• Proposals
• Concepts
• Planning
• ….

Prepare (and present?)
this talk



The Future of Work With AI - MicrosoP March 2023 Event
hAps://www.youtube.com/watch?v=Bf-dbS9CcRU

GPT-4 Developer Livestream.mp4
hops://www.youtube.com/live/outcGtbnMuQ?app=desktop

Google I/O '23 in under 10 minutes
hops://www.youtube.com/watch?v=QpBTM0GO6xI

Bard
hops://www.youtube.com/watch?v=35pSeFWWatk

https://www.youtube.com/watch?v=Bf-dbS9CcRU
https://www.youtube.com/live/outcGtbnMuQ?app=desktop
https://www.youtube.com/watch?v=QpBTM0GO6xI
https://www.youtube.com/watch?v=35pSeFWWatk


Achievements of GeneraFve AI:

RepresentaFon of deep knowledge about 
• Language
• Images
• Audio
• Programs 
• …
by „FoundaFon Models“ (e.g. Large Language Models, LLM)



Technical Limitations (as today)

• Missing data
• No experience by a body
• Intransparency of Neuronal Networks

• Hallucination“: fictive facts Who can decide what is true
      - technical realization?



Who should decide what is true
      - poli&cal/cultural quesFon



Who should decide what is true
      - poli&cal/cultural quesFon

May be one  of these? 

Sculptures of Auguste Rodin alias Stable Diffusion
Prompt: 
Foto of a sculpture of Uncle Sam/ of a witch / of Mao 
in the style of Rodin, black-and-white fotografMao 

Uncle Sam

Witch as prophecy



Problems for society
• Expensive techniques
• Market control by very few powerful acteurs
• Misuse
• Questions concerning law
• Data for training
• Mainly English texts
• Biases
• Left liberal
• Rights of authors
• Private information



Conclusions
• ExciFng new techniques
• MulF purposes (und mulF problems …)
• High PotenFal
• SFll at the beginning
• …



You may try:
Picture genera1on: Stable Diffusion, Dall-E, …

• Trained with millions of example (Image + DescripFon)
• Generates pictures from texts (prompts) or pictures

Prompt: 
Tortoise driving bike



DeepMind Demos AI:
Training Robots to Play Soccer by Deep Learning

hAps://www.youtube.com/watch?v=RbyQcCT6890
Roboter OP-3 von RoboWs (Südkorea)

https://www.youtube.com/watch?v=RbyQcCT6890


Thank you!


