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Let $\Sigma_{r}$ be the alphabet of all $r$-element subsets of $\left\{1, \ldots, r^{32}\right\}$. Then $L_{r}=\left\{x y \in \Sigma_{r}^{2} \mid x \cap y \neq \emptyset\right\}$ is the language of non-disjointness.

## A hierarchy of polynomial ambiguity

Set $t=r^{1 / 3}$. Then $\exists_{k}\left(\left(L_{r}\right)^{t}\right)$ has NFA's with ambiguity $O\left(n^{k}\right)$ and $k \cdot$ poly $(r)$ states, but any equivalent NFA with ambiguity $o\left(n^{k}\right)$ has at least $2^{\left(r / k^{2}\right)^{1 / 3}}$ states.
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- The required number of guesses increases exponentially with $t$ and these guesses cannot be remembered by small NFA.
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A first step: show

- There are states $p_{0}, p_{1} \in Q$ such that at least $|L| /|Q|^{2}$ strings in $L$ have a computation starting in $p_{0}$ and ending in $p_{1}$.
- For any string $z^{\prime} \in \bar{L}$ there is a string $u \in \exists_{=0}(L)$ with a
"launching cycle" $r \xrightarrow{\left(z^{\prime} u\right)^{a}} r \xrightarrow{\left(z^{\prime} u\right)^{b}} p_{0}$ before reaching $p_{0}$ and a
"storage cycle" $p_{1} \xrightarrow{\left(u z^{\prime}\right)^{c}} s \xrightarrow{\left(u z^{\prime}\right)^{d}} s$ after leaving $p_{1}$.
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- If a single occurrence of $z^{\prime}$ within the launching cycle is replaced by an impostor string $z \in L$ without $N$ noticing and
- if $z$ also hides unnoticed in a matching position within the storage cycle and
- if $z \in L$ has a computation starting in $p_{0}$ and ending in $p_{1}$.


## The Detection Problem

An NFA $N$ with sublinear ambiguity has to detect impostors.

## The Detection Problem

An NFA $N$ with sublinear ambiguity has to detect impostors.
The detection problem:

- all potential impostor strings $z \in L$ with a computation $p_{0} \xrightarrow{z} p_{1}$ are to be accepted.


## The Detection Problem

An NFA $N$ with sublinear ambiguity has to detect impostors.
The detection problem:

- all potential impostor strings $z \in L$ with a computation $p_{0} \xrightarrow{z} p_{1}$ are to be accepted. At least $|L| /|Q|^{2}$ strings!


## The Detection Problem

An NFA $N$ with sublinear ambiguity has to detect impostors.
The detection problem:

- all potential impostor strings $z \in L$ with a computation $p_{0} \xrightarrow{z} p_{1}$ are to be accepted. At least $|L| /|Q|^{2}$ strings!
- All strings $z$ surviving in matching positions within both cycles are to be rejected:


## The Detection Problem

An NFA $N$ with sublinear ambiguity has to detect impostors.
The detection problem:

- all potential impostor strings $z \in L$ with a computation $p_{0} \xrightarrow{z} p_{1}$ are to be accepted. At least $|L| /|Q|^{2}$ strings!
- All strings $z$ surviving in matching positions within both cycles are to be rejected: all strings in the "complement" of $L$ are rejected.


## The Detection Problem

An NFA $N$ with sublinear ambiguity has to detect impostors.
The detection problem:

- all potential impostor strings $z \in L$ with a computation $p_{0} \xrightarrow{z} p_{1}$ are to be accepted. At least $|L| /|Q|^{2}$ strings!
- All strings $z$ surviving in matching positions within both cycles are to be rejected: all strings in the "complement" of $L$ are rejected.
- No string may be accepted as well as rejected:


## The Detection Problem

An NFA $N$ with sublinear ambiguity has to detect impostors.
The detection problem:

- all potential impostor strings $z \in L$ with a computation $p_{0} \xrightarrow{z} p_{1}$ are to be accepted. At least $|L| /|Q|^{2}$ strings!
- All strings $z$ surviving in matching positions within both cycles are to be rejected: all strings in the "complement" of $L$ are rejected.
- No string may be accepted as well as rejected: no impostor may survive in both cycles.


## The Detection Problem

An NFA $N$ with sublinear ambiguity has to detect impostors.
The detection problem:

- all potential impostor strings $z \in L$ with a computation $p_{0} \xrightarrow{z} p_{1}$ are to be accepted. At least $|L| /|Q|^{2}$ strings!
- All strings $z$ surviving in matching positions within both cycles are to be rejected: all strings in the "complement" of $L$ are rejected.
- No string may be accepted as well as rejected: no impostor may survive in both cycles.
- The remaining strings from $L$ can be treated either way.


## The Detection Problem

An NFA $N$ with sublinear ambiguity has to detect impostors.
The detection problem:

- all potential impostor strings $z \in L$ with a computation $p_{0} \xrightarrow{z} p_{1}$ are to be accepted. At least $|L| /|Q|^{2}$ strings!
- All strings $z$ surviving in matching positions within both cycles are to be rejected: all strings in the "complement" of $L$ are rejected.
- No string may be accepted as well as rejected: no impostor may survive in both cycles.
- The remaining strings from $L$ can be treated either way.

A small, but significant minority of strings in $L$ is accepted.

## The Detection Problem

An NFA $N$ with sublinear ambiguity has to detect impostors.

## The detection problem:

- all potential impostor strings $z \in L$ with a computation $p_{0} \xrightarrow{z} p_{1}$ are to be accepted. At least $|L| /|Q|^{2}$ strings!
- All strings $z$ surviving in matching positions within both cycles are to be rejected: all strings in the "complement" of $L$ are rejected.
- No string may be accepted as well as rejected: no impostor may survive in both cycles.
- The remaining strings from $L$ can be treated either way.

A small, but significant minority of strings in $L$ is accepted. All strings in the "complement" of $L$ are rejected and no string is accepted as well as rejected.
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Let $N$ be an NFA with sublinear ambiguity recognizing $\exists_{1}\left(\left(L_{r}\right)^{t}\right)$. Then $N$ has at least $2^{\Omega\left(r^{1 / 3}\right)}$ states.
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## Conclusions

- The detection problem allows to investigate NFA's of restricted ambiguity with the help of communication arguments.
- Showing that an NFA for $\exists_{k}(L)$ solves an appropriately defined detection problem for $k>1$ proceeds similarly, but requires further work.

